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Overview:

the Sandbox



hds-sandbox.github.io

Click ‘Genomics’ > GWAS

Click Workshop in top menu

Resources on the Sandbox website



Resources on the Sandbox website hds-sandbox.github.io



Deployment on UCloud

cloud.sdu.dk



Sandbox + SUND Data Lab

Sandbox: national team geared at more 

advanced users

➢ containerized training apps deployed on 

HPC platforms + web resources + 

workshops

SUND Data Lab: local KU team geared at 

beginners

➢ workshops + project mentorship + 

consulting
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DATA
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VERSION
CONTROL

Env 
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Env 
3

Env 
1 HPC-Launch

• Omics data 

management

• Using DK HPCs

HPC-Pipes
• Software envs

• Pipeline 

management

Git & Github
• Code management

• Version control

Bash & Unix
• Operating from 

the terminal

https://heads.ku.dk/course/

https://heads.ku.dk/course/


GWAS with the 

Genomics Sandbox

1. Explain key population genetics concepts and 
their relevance to genome-wide association 
studies.

2. Understand and apply GWAS workflow
1. Data collection
2. Quality control and preprocessing
3. Imputation of missing genotypes

3. Association testing: perform association tests 
using linear regressions models. Understand linear 
mixed models and meta-analysis are particularly 
useful. 

4. Interpreting GWAS results: analyzing GWAS 
findings and have a critical approach towards 
their limitations.

5. Practical applications of GWAS

Course learning objectives



1. Intro to UCloud

2. Intro to GWAS and data collection

3. GWAS – quality control & preprocessing 

• Part I 

• Part II

4. Practice on UCloud (SDU’s teaching-focused 

HPC platform)

Today’s topics

GWAS with the 

Genomics Sandbox
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UCloud

• UCloud is a danish High Performance Computing environment
• Lots of storage, lots of cpus and RAM (computing power)

• Danish institutions have access to it
• You personally have 1000dkk in computing resources

• UCloud works in apps, giving you access to different programs
• All apps have documentation on how to use them!

• This means everyone is using the same versions of software
• Makes teaching much much easier as results are reproducible



UCloud Access

https://hds-sandbox.github.io/GWAS_course/workshop



UCloud log-in

1. Search for 

your uni & then 

click on link

2. Sign-in 

via your uni

portal



UCloud log-in
Back to “Workshop” page

You have been invited to join Sandbox workshop 



16

Virtual workspaces allow you to share resources and 

work together with project collaborators

Workspace
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UCloud usage

During this course, utilize 

Sandbox workshop workspace

(resources have been requested 

for this purpose)

Following the workshop, switch 

to "My workspace"   



Interactive HPC with 
UCloud

Left-side menu:
• Drives/Files
• Projects
• Resources
• Applications
• Runs

Dashboard



You have shared drives

You have a personal drive

Your username: should be FirstLast#0000…

Project folders, files, etc. that only belong to 

the active workspace will be accessible from 

the menu at the left

Drives

In this workshop, you should only have 

access to your own personal drive
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Access file structure 
(shared and generated 
in previous jobs)

• Personal workspace folder "Member Files:username”: results will go here

• Jobs folder

• Subfolders with Apps names

• App name: All runs (the job’s name) results

Drives



Inside your personal drive, make your own 

custom working directory… we’ll use this later 

to save the results from the analyses!

Drives
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There is a wide 

variety of 

applications.

Here are some of 

my favorites!

Applications
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Search for Sandbox apps

Apps



How to submit a 

Sandbox app job?

Let’s set up the 
app together!

Jobs



Submitting a job 

with a Sandbox app

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

1

2

3

4

5

6

7



Submitting a job 

with a Sandbox app

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
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Job name, hours, and machine type 
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Submitting a job 

with a Sandbox app
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5

6
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App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)



Submitting a job 

with a Sandbox app
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App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

Use your initials / a unique name!



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

Right now, ask for an 
hour (for testing)

Billing is in hour 
increments, and you 

can ask for extra hours 
while your job is 

running



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

We will ask for 4 cores to 
run the software to 

perform GWAS



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

Add the custom 
working directory we 

made earlier



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

The app contains a few 
modules – this fits the 
current workshop and 
will load the necessary 

tools and notebooks



Submitting a job 

with a Sandbox app

For those with some HPC 
experience… 

Do these steps look familiar? 

Perhaps similar to a job’s 
bash script that you submit 
using a workload manager 
like SLURM or PBS? 



Submitting a job 

with a Sandbox app

1

2

3

4

5

6

7

App & version (dropdown menu to 
change it)

Read documentation before using it 

Import parameters (if wanted from a 
previous job)

Job name, hours, and machine type 
(resources set-up)

Folders to access while running this 
particular job

Module to use (which includes 
Notebooks & Data)

Review & Submit
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Hold to stop job

Before time remaining is over, 

you can add extra hours

Wait a couple of min 
before you click on 
‘Open interface’.

If your ‘Open 
interface’ button 
doesn’t go dark blue 
after you get a 
message that your 
‘Job has started’, then 
hit refresh (browser)!

Do the same on the 
new tab that pops up 
if it just spins, too

Jobs
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Our apps are made to be used 

by any UCloud user with their 

own compute resources, so 

module materials (data & 

notebooks) are downloaded 

fresh with each app run

Do you have another 

familiar folder here? 

>>>

Jobs



38

As we have mentioned module materials 

(data & notebooks) are downloaded fresh 

with each app run. 

We want to edit and save our notebooks 

over the course, so… 

we’re going to copy this directory 

somewhere writeable

(use the terminal or drag the data/nb into 

your own folder)

Jobs
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1

2

1) Navigate to the Notebooks folder

2) Open the general-intro.ipynb

3) Scroll down, add a new cell, 

change the type of cell to code 
(from markdown) and type 'pwd'

1) Save the file

Jobs 3



Kernels

40

file

We will shift between two kernels*, and 
along the notebook, every time we shift 
from one language to another.

1. Change kernel to Bash

*A Jupyter kernel provides a programming 
language runtime and the required dependencies 
for executing code.



Running a cell

41

file

Run the cell you created 
with the 'pwd' command
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Stop the app by holding 

down the 'stop' button

Jobs

2
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Go to the new folder in your 

personal drive

Jobs
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Access past and current 

running jobs

Click on ‘Runs’ and choose 

from the list of jobs, (rerun 

application again ensures 

the use of the same 

parameters)

or

Click in notifications (and 

choose the job you might 

want to stop it or rerun it)

A

B

Jobs
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Hit ‘Run application again’ to restart 

super fast with same parameters

Jobs
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New job

Make sure you add 

your own Notebooks 

and Data folders (so 

you can modify and 

save them as you 

work on them)
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New job

Please submit the new 

job. Change the time 

for a few hours
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